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Abstract. In this paper, we introduce a method to estimate the degree of stu-
dents’ understanding of concepts and relationships while they learn from digital 
text materials online. To achieve our goal, we first define a semantic network 
that represents the knowledge in a material. Second, we define students’ behav-
ior as the sequence of relationships they read in the material, and we create a 
probabilistic model for relationship understanding. We also create inference 
rules to include new relationships in the network. Third, we simulate the propa-
gation of the new concept understanding through the network by using a meth-
od based on Biased PageRank, extending it with a method to represent prior 
knowledge and weighting the contribution of every concept according to the 
uniqueness of its relationships. Finally, we describe an experiment to compare 
our method against a method without propagation and a method in which prop-
agation is inversely proportional to the distance between concepts. Our method 
shows significant improvement compared to the others, providing evidence that 
propagation of concept understanding through the entire network exists. 

Keywords: Learning Data Analytics, Concept Understanding, Biased Pag-
eRank 

1 Introduction 

The use of online digital text materials and Virtual Learning Environments (VLEs) 
like Moodle [1] in traditional classrooms has been increasing in the recent years. One 
advantage of such technologies is that we can capture students’ behavior via network 
while they are learning. The analysis of this behavior allows instructors to evaluate 
students’ learning as they read, allowing students with different prior knowledge and 
understanding to receive personalized materials [2] on the fly. 

The main goal of this paper is to provide a method to estimate students’ under-
standing from their behavior while they read digital learning materials, either upload-
ed by the teacher to a VLE or found in an arbitrary website. One advantage of using 
this method for students’ evaluation is that it happens immediately, while traditional 
methods such as comprehensive quizzes or interviews consume much of instructors’ 
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and students’ time and effort. Our idea is also applicable to Massive Open Online 
Courses (MOOCs) [3] as many of them include reading assignments as well. 

For that purpose we must: (1) show in a knowledge model which information the 
student can acquire from those materials, (2) when a student reads an atomic unit of 
text (i.e.: sentence), reflect the immediate effect of this behavior in the corresponding 
region of the model, and (3) simulate how this change in a small region affects the 
rest of the model, this is, how the new understanding propagates through all the con-
cepts. 

The first problem is finding a method to represent the knowledge in the materials 
and the students’ understanding. Terms such as “knowledge” and “understanding” are 
very broad, as they include facts, procedures, principles and some other categories 
[4]. In this research, we target a set of concepts and their relationships, as concepts are 
the base of many of the other categories and they have been widely studied in the 
research literature [5,6] too. Moreover, well-known tools such as semantic networks 
are suitable to represent them. 

The second problem is finding an accurate way to represent how the understanding 
of a relationship changes when the student reads an atomic unit of text that corre-
sponds to it. A simple approach is marking in the network which relationships have 
been read. However, we cannot ensure that a student retains the relationship by read-
ing it just once, so we discuss a probabilistic approach as an alternative. 

The third problem is deciding how this change affects the understanding of the rest 
of the concepts and relationships in the network, this is, how understanding propa-
gates through them. Piaget’s constructivism describes how internal representations of 
knowledge are rebuilt by two operations: assimilation and accommodation. [7]. In 
addition, Vygotsky’s Zone of Proximal Development (ZPD) shows how new 
knowledge is better acquired when it is closely related to the one that the student al-
ready has [8]. Nevertheless, these theories do not include mathematical methods to 
represent those processes with numbers. In this paper, we try to solve this problem by 
using a variant of the Biased PageRank formula [9] that incorporates the idea of prior 
knowledge for some concepts in the graph. 

Finally, we evaluate the effectiveness of our method by comparing it against a 
baseline in which propagation does not happen and another baseline in which propa-
gation is naïvely calculated according to the shortest distance between concepts. For 
that purpose, we performed an experiment in which different people in a crowdsourc-
ing system had to read some learning materials. We applied their data to our under-
standing models, and found that our method outperforms both baselines. 

The main contribution of this paper is that, to the best of our knowledge, our meth-
od is the first in estimating the degree of concept and relationship understanding by 
using the sequence of the relationships read from a text document, as well as the first 
in proposing a method to measure the propagation of concept understanding and in 
setting the baselines for its evaluation. 

The rest of this paper is as follows: Section 2 reviews the related work. In Section 
3 we discuss our proposed method. In Section 4 we propose an experiment to evaluate 
the model, and we discuss the results. In Section 5 we conclude and in Section 6 we 
propose the future work. 
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2 Related Work 

2.1 Predicting Students’ Performance 

For more than two decades, researchers have been publishing papers on using data 
mining techniques on learning data to predict students’ performance [10,11]. Much of 
that research uses classification methods to predict success after an academic year 
[12,13] or finding what students will drop out [14]. They use demographic data such 
as sex and age, and academic data such as grades in exams or course subjects, rate of 
completion of activities, etc. However, our problem focuses on performance in a very 
short period and their data is not appropriate for our task. 

The two major statistical models for estimating students’ knowledge are Bayesian 
Knowledge Tracing [15] and Learning Factor Analysis [16], and they present several 
differences with our method. First, they focus on understanding procedural 
knowledge, while we focus on conceptual knowledge. Second, our method can be 
used in non-academic environments, as we only need to record the text that the stu-
dent reads from a file or webpage (e.g. by mouse tracking), while theirs require inter-
actions with an Intelligent Tutoring System. Third, their methods require long term 
interactions and repetitions of the same task, as they analyze data such as the number 
of mistakes before learning a skill, etc., while we can estimate the degree of under-
standing while the student is reading. 

Actually, many approaches in the literature are non-viable in an actual higher edu-
cation classroom as methods require (1) technology that is not common in most insti-
tutions, such as the Intelligent Tutoring System, or (2) input that is not always availa-
ble. For instance, it is possible to use students’ vocabulary to predict the quality of 
their answers [17], although this would require writing activities. Something similar 
happens in the estimation of reading comprehension. It can be achieved by using stu-
dents’ oral fluency [18], but that would require them to read aloud. Eye tracking can 
be used instead [19], although such technology is non-viable in a real classroom ei-
ther. 

2.2 Semantic Networks 

A semantic network [20] is a way of knowledge representation formalized by a set of 
nodes representing concepts and a set of edges representing the relationships between 
those concepts. There are several types, such as conceptual graphs [21] and simple 
concept graphs [22]. In any case, semantic networks simply offer a picture of the 
knowledge in one instant, and therefore they are not sufficient to show the degree of 
students’ understanding and its change. For that purpose, we use other mechanisms 
explained in Section 3. 

Another problem of the semantic networks is the vast number of possible labels for 
the relationships. Some researchers addressed the need to restrict them [23]. In our 
work, we give a special treatment to IS_A relationships as their child nodes can al-
ways inherit the relationships of the parent, but we do not give any treatment to all the 
other labels. 
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3 Approach 

3.1 Representation of Understanding 

According to Gagné’s instructional theory [5], a concept is a classification of things 
by using either physical features (concrete concept) or associations with other con-
cepts (defined or relational concept). We understand concepts by building these asso-
ciations (relationships), and this task involves linguistic operations and intensive use 
of prior knowledge. 

In this research, we assume that the person or system assessing the student is inter-
ested in a set of concepts C = {c1…cn} and a set of labeled, directed relationships R 
between them. Let L be the set of all the possible labels, we define the relationships as 
R ⊆ C × L × C. The triplet (ci, l, cj) ∈ R with ci, cj ∈ C is notated as rij. 

There are several semantic networks capable of reflecting knowledge by using 
concepts and relationships. In this paper we define the Learning Material’s Concept 
Graph (LMCG) as the representation of the knowledge expressed in the target learn-
ing materials. LMCGs are a variant of Simple Concept Graphs (SCG) [22] in which 
we do not include objects, hypergraphs or bipartite graphs, as these elements are un-
necessary for our goal. Open relation extraction software [24] can be used to generate 
them automatically for arbitrary Web documents, although instructors can manually 
create more accurate ones for their own materials. We define a LMCG as G = (C, R, 
L, W), where C is a set of nodes representing the concepts in the material, R is the set 
of labeled, directed edges representing the relationships between those concepts, and 
L is the set of labels. The set W, which does not exist in the original definition of 
SCG, assigns a weight to each relationship. Given a relationship rij ∈ R, wij represents 
how much ci contributes to understand cj. Fig. 1 shows a small example of LMCG 
with four concepts (c1 to c4) connected by three relationships labeled as l2,1, l3,2 and l4,3 
and weighted by w2,1, w3,2 and w4,3 respectively. 

 
Fig. 1. Small example of LMCG. 

Although relationships have direction, we assume that each relationship always has 
an “inverse” relationship that goes in the opposite direction, and if the student learns 
one, the inverse is automatically learned as well. For example, if we have the relation-
ship “Database” HAS “Data”, there is also the inverse relationship “Data” PART_OF 
“Database”. We do not show these relationships in figures for simplicity. 
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Note that the content of a LMCG is completely independent from the actions of the 
students who read those materials. Therefore, it would only change if the instructor 
changes the materials themselves or the weights of the relationships. 

Once concepts and relationships have been defined, we can mathematically define 
the degree of understanding of a concept as a function u: C × T → [0, 1], in which T is 
a discrete representation of the time. This understanding degree changes as the student 
learns from a material. It is also possible that students had acquired some prior 
knowledge (pk) about the concepts in the past. We define the function pk: C → [0, 1] 
to represent it. One feature of pk is that it does not change during the reading process. 

Regarding relationships, we cannot ensure that every student automatically under-
stands every relationship they read in the text. Therefore, we need to define the func-
tion rund: R × T → [0, 1] to estimate this relationship understanding. This relationship 
understanding changes as students read. 

3.2 Assumptions on Understanding 

Based on the characteristics of knowledge and understanding we stated in the previ-
ous sections, the first assumption of our method is that computation of the under-
standing of a concept must be based on (1) the prior knowledge on that concept, (2) 
the understanding of the relationships including that concept, and (3) the understand-
ing of the other concepts included in those relationships. Since this method is recur-
sive, we assume that understanding of a concept also depends on the understanding of 
concepts that are not directly connected to it. We call this effect propagation, and it 
leads to our first research question: 

Research question 1: Does concept understanding propagate to concepts not di-
rectly connected in the concept graph, or does it only come from the prior knowledge 
of the given concept and the understanding of directly connected concepts? 

Regarding relationship understanding, every relationship has a weight that changes 
its contribution to the understanding of a concept. This leads to our second question: 

Research question 2: Do all the relationships in which a concept participates con-
tribute in the same way to its understanding or is there a different contribution? 

Furthermore, given a set of statements, humans often apply inference rules to them 
in order to obtain additional knowledge. Many of these rules depend on the domain of 
the text or on operators we do not provide in our LMCG (e.g.: complement of a set, 
choosing some elements of a set, etc. [25]). However, we can at least find two rules 
that are applicable to every domain. These are the two rules about relationship inher-
itance based on IS_A relationships: 

 if �𝑐𝑖 , 𝑙, 𝑐𝑗� ∈ 𝑅 ∧ (𝑐ℎ, 𝐼𝑆𝐴, 𝑐𝑖) ∈ 𝑅 then add �𝑐ℎ, 𝑙, 𝑐𝑗� to 𝑅 (1) 

 if �𝑐𝑖 , 𝑙, 𝑐𝑗� ∈ 𝑅 ∧ �𝑐ℎ, 𝐼𝑆𝐴, 𝑐𝑗� ∈ 𝑅 then add (𝑐𝑖 , 𝑙, 𝑐ℎ) to 𝑅 (2) 

For example, if we have r1,2 “UNIX” IS_A “O.S.” and r2,3 = “O.S.” MANAGES 
“Hardware”, then we can add r1,3 “UNIX” MANAGES “Hardware”. By using these 
rules, we can create an extended version of the LMCG that includes every relation-
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ship of a parent concept in the successors of a hierarchy of IS_A relationships. Con-
sidering this, we formulate our third research question: 

Research question 3: Do inference rules increase the accuracy of our prediction or 
should our model reflect the relationships explicitly written in the text? 

3.3 Calculation of Relationship Understanding 

As, in our model, relationship understanding is the previous step to concept under-
standing, we first present this part. 

Most of the sentences in learning materials state relationships between concepts. 
Therefore, we can see the reading process as a sequence of steps in which the student 
understands these relationships. For example, let r be the relationship “Computer 
HAS C.P.U.”. In a given instant t, the student did not know about it, so rund(r, t) = 0. 
Now, let us imagine that in the instant t + 1 the student reads r. Since students are not 
perfect at comprehension, we assume that this understanding is done with probability 
p ∈ [0, 1]. If this is the case, the equation of the relationship understanding for any 
relationship rij in the LMCG is as follows: 

 rund�𝑟𝑖𝑗 , 𝑡 + 1� = 1 − �1 − rund�𝑟𝑖𝑗 , 𝑡�� (1 − 𝑝) (3) 

If we assume that students are perfect at understanding relationships, we have p = 1 
and therefore rund(rij, t + 1) = 1. If this is not the case, the students need to read again 
the same relationship in later instants until they can fully understand it. 

Let us now consider the inference rules presented in the equations (1) and (2). The 
added relationships must also be recursively updated accordingly by using equation 
(3), although the probability that they are understood is not exactly p, as it also de-
pends on the understanding of the IS_A relationships. Let pt

ij be the probability ap-
plied to relationship rij in an instant t, the probability to be applied to rhj and rih is: 

 𝑝ℎ𝑗𝑡 = 𝑝𝑖𝑗𝑡 rund(𝑟ℎ𝑖 , 𝑡 − 1),∀𝑟(𝑐ℎ, 𝐼𝑆_𝐴, 𝑐𝑖)𝜖𝐺 (4) 

 𝑝𝑖ℎ𝑡 = 𝑝𝑖𝑗𝑡 rund�𝑟ℎ𝑗 , 𝑡 − 1�,∀𝑟�𝑐ℎ, 𝐼𝑆_𝐴, 𝑐𝑗�𝜖𝐺 (5) 

For example, if a student knows r1,2 = “UNIX” IS_A “O.S.” with rund(r1,2,t) = 0.5 
and she now reads r2,3 = “O.S.” MANAGES “Hardware” with probability of under-
standing pt

2,3 = 0.75, she also has a probability of understanding r1,3 = “UNIX” 
MANAGES “Hardware” of p t

1,3 = 0.75 · 0.5 = 0.375. 

3.4 Calculation of Concept Understanding 

Once a relationship has been read, we must simulate how this understanding propa-
gates to the other concepts that the student has learned. For such simulation, we use a 
variant of the Biased PageRank formula [9], whose equation is as follows: 

 𝐫 = 𝛼𝐓𝐫 + (1 − 𝛼)𝐝 (6) 
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In this equation, r is the vector that contains the PageRank values, T is called the 
transition matrix and d is the vector containing the bias. The solution to this equation 
is often calculated by an iterative process called the Jacobi method [26]. 

In our case, the transition matrix is based on the relationship understanding we cal-
culated in section 3.3 and the weights of the relationships we explain in section 3.5. 
The static part of the equation is based on the idea of prior knowledge we stated in 
section 3.1. So our equation becomes as follows: 

 𝑢�𝑐𝑗 , 𝑡′ + 1� = 𝛼∑
rund�𝑟𝑖𝑗,𝑡′�𝑤𝑖𝑗𝑢�𝑐𝑖,𝑡′�

in�𝑐𝑗�𝑖 + (1 − 𝛼)pk�𝑐𝑗� (7) 

In this equation, in: C → N is a function that returns the number of relationships 
pointing to a given concept. The parameter α ∈ [0, 1] balances the contribution of the 
prior knowledge against the contribution of the propagation in the graph. In order to 
give more contribution to propagation than to the prior knowledge, we use α = 0.9. 
Note that we use t' instead of t because relationship understanding and propagation of 
concept understanding happen in two different timelines. 

One problem in the previous equation is that, in our model, the concepts that have 
been marked as previously known with pk(ci) = 1 should not be affected by the under-
standing propagation, as we know that students know them perfectly well. In order to 
achieve this, when we have a concept ci with pre-established prior knowledge, we set 
rund(rii, t') = 1 and wii = 1, and then rund(rij, t') = 0 and wij = 0 for all j ≠ i and for all 
t'. With this, such concepts do not receive understanding from others, but they offer it. 
This also implies the weights of their relationships in our calculations are not exactly 
the ones initially defined in the LMCG. 

Now, for |C| = n, let ut' be [u(c1, t')…u(cn, t')], let k be [pk(c1)…pk(cn)], and Dt' be 
the matrix whose 𝑑𝑖𝑗𝑡′ = ∑ rund�𝑟𝑖𝑗, 𝑡′�𝑤𝑖𝑗𝑢(𝑐𝑖 , 𝑡′) in�𝑐𝑗��𝑖 , we can express equation 
(7) as matrices: 

 𝐮𝐭′+𝟏 = 𝛼𝐃𝐭′𝐮𝐭′ + (1 − 𝛼)𝐤 (8) 

One difference between equations (8) and (6) is that we do not require Σi
n u(ci,t') = 

1, but Σi
n u(ci,t') ≤ n. For that purpose, we normalize the weights by forcing Σi wij = 1, 

although we do not require Σi pk(ci) = 1 or Σi rund(rij, t') = 1. Therefore, we have that 
Σi dij

t' ≤ 1. By allowing Σi dij < 1, we have a sub-stochastic transition matrix instead of 
a stochastic one. Hence, further analysis of convergence is necessary. This is done in 
the Appendix. A limitation of our method is that there has to be at least one concept ci 
for which pk(ci) = 1, as smaller values do not grant convergence. This forces us to be 
conservative when setting the prior knowledge. In addition, if we start with u(cj,0) = 
pk(cj) = 0 for all j, we can verify that u(cj,t') = 0 for all t', respecting the theory that we 
need to build on prior knowledge to learn [8]. 

3.5 Estimation of Weights 

Up to this point, for a concept cj we just required that Σi wij = 1, but we have not stated 
anything about how to establish the values of each wij. The basic approach followed 
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by PageRank [27] is that all weights are equal, this is, wij = 1 / in(cj). However, our 
intuition is that some relationships contribute to the understanding of the students 
more than the others, so we provide an alternative model that includes this idea. 

The model we propose is based on the uniqueness of relationships. We assume that 
for a certain concept cj, neighbor concepts with unique relationships are more relevant 
for the understanding of cj than neighbors with relationships that are shared by other 
neighbors. The reason is that the information provided by the former is entirely new 
for cj, while the latter just convey information cj already has. For example, let us as-
sume we want to calculate weights w1,0, w2,0 and w3,0 in the LMCG in Fig. 2: 

 
Fig. 2. A LMCG in which we calculate the weights of c0. The neighbor of c0 called c1 has a 

unique relationship with c4 and a non-unique one with c5. 

In Fig. 2, the relationship (c1, HAS, c5) is not carrying as much information for c0 
because (c2, HAS, c5) is also carrying similar information as (c1, HAS, c5). Therefore, 
c1 and c2 should distribute among themselves the contribution to the understanding of 
c0 that comes from c5. 

Now, let neigh: C × G → 2C be the function that calculates the neighbors of a con-
cept in a graph, and let edge: C × C × G → {0, 1} be the function that outputs 1 
when there is an edge from the first to the second concept and 0 otherwise. Let G’ be 
a version of G in which cj does not exist. For a certain neighbor ci, we define its de-
gree of uniqueness δij as: 

 𝛿𝑖𝑗 = ∏ 1
∑ edge(𝑐𝑥,𝑐ℎ,𝐺′)
𝑐𝑥∈neigh�𝑐𝑗,𝐺�

𝑐ℎ∈neigh(𝑐𝑖,𝐺′)  (9) 

The division calculates the degree of uniqueness of a certain relationship rih among 
the neighbors of cj, while the product aggregates the uniqueness of all the relation-
ships of ci without penalizing concepts with few relationships. We use G’ instead of G 
to avoid counting cj itself as one of the ch. After calculating the aggregated uniqueness 
of each neighbor of cj, we still need to normalize them, so we can have Σi wij = 1. To 
achieve this, we just divide the aggregated uniqueness of every neighbor of cj by the 
summation of all the aggregated uniqueness of all the neighbors of cj: 

Toothed
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 𝑤𝑖𝑗 =
𝛿𝑖𝑗

∑ 𝛿𝑥𝑗𝑐𝑥∈neigh�𝑐𝑗,𝐺�
 (10) 

Back to the example in Fig. 2, we have that δ1,0 = δ2,0 = 0.5 because c1 and c2 share 
a relationship with c5, but δ3,0 = 1 because the only relationship of c3 in G’ is unique. 
As Σx δx0 = 2, the normalized weights would be w1,0 = w2,0 = 0.25, and w3,0 = 0.5. 

4 Experiment 

4.1 Experimental Setup 

In order to answer our research questions, we performed an experiment in which we 
measure the understanding of several students in the Japanese crowdsourcing service 
Lancers [28], and we compared their results against two baselines and several variants 
of our method. This section explains the experiment. 

Procedure. The main idea of our method is that concept understanding propagates 
through the graph according to the relationship understanding in every moment. Nev-
ertheless, it is not feasible to ask every student about every relationship and concept 
as they read sentences of a text to observe the change. Furthermore, tracking the com-
plete behavior of the students would require installing software in their computers, but 
this approach is non-viable in crowdsourcing. In order to solve these problems, we 
only ask about a few concepts and we simulate students do not understand some rela-
tionships by excluding them from their LMCG. We rewrote the text accordingly, so it 
does not lose coherence. We assume all the other relationships are read carefully and 
sequentially. We expect the answers of the students who read the original material to 
be better than the ones of the students who read the version we have modified. 

As we want to generalize the result of our experiment, we repeat this procedure 
with 6 different learning materials of high school and first year university levels. We 
created materials about Computer Science, Biology and Chemistry because they focus 
on conceptual knowledge, while other topics such as Mathematics or Physics may 
focus too much on procedural knowledge. In addition, for reproducibility of the ex-
periment, the topics we chose are cross-cultural, while other topics such as Literature 
or History may be localized to the place in which they are taught. For each topic, we 
chose two different “subtopics” in order to have LMCGs with different topology. We 
originally created the 6 texts in English with similar length, although the participants 
in the Japanese crowdsourcing site were shown a translation into their language, mak-
ing the most technical documents a bit longer due to explanation of acronyms, etc. 

For each subtopic, the procedure is as follows. We choose a target concept c0 to 
evaluate its understanding. Then, we choose another 3 concepts c1, c2 and c3, located 
in different points of the LMCG. With this, we can formulate 3 questions asking the 
relationships between c1 and c0, c2 and c0, and c3 and c0 respectively. This ensures that 
the student will have to traverse several relationships in the LMCG in order to answer 
correctly to all the questions, providing a more accurate estimation of the understand-
ing of c0. Now, given the original text t0, we create a variant t1 by removing relation-
ships. These relationships are normally located between c0 and c1, c2 or c3, and we 
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choose them trying to maximize the expectation of disconnecting a possible concept 
with prior knowledge from c0, c1, c2 or c3, or at least disabling the shortest path to 
these concepts. In order to traverse more relationships of a LMCG, we repeat this 
procedure for 3 different c0. Therefore, apart from the original text t0 we get 3 variants 
t1, t2 and t3. Table 1 shows the statistics of the texts and LMCGs. Columns “|C|” and 
“|R|” contain the number of concepts and relationships in the LMCG, respectively, 
and the column “Rels. cut” shows the relationships removed in each variant of the 
original text. Both “|R|” and “Rels. cut” include inverse relationships. 

Table 1. Statistics of the texts and the LMCGs 

Subtopic Words (Eng.) Chars (Jap.) |C| |R| Rels. cut (t1/t2/t3) 
Comp. Arch. 368 1162 34 110 4/18/10 
Databases 363 1230 28 76 8/6/14 
Genetics 396 976 25 66 6/8/6 
Cetaceans 367 882 34 70 4/4/6 
Compounds 389 883 33 92 10/16/6 
Solutions 355 854 46 120 12/8/22 

For our experiment, we created a web application in which the students are shown one 
of the above texts for 15 minutes, and they have to answer a questionnaire about it in 
another period of 15 minutes. In order to avoid cheating, the website does not let the 
students go back to the text when they reach the page of the questionnaire. Two “cap-
tcha” questions are also included in each questionnaire, in addition to the text areas in 
which the students have to write the relationship c1-c0, c2-c0 and c3-c0 respectively. 
Finally, if a student participated twice in the same subtopic the prior knowledge 
would be different, so we use a mechanism based on cookies in order to ensure that 
this does not happen, although one student can participate in the 6 subtopics. 

Ground truth. We let 90 students participate in each subtopic. We divided them in 
3 groups of 30 depending on the target concept assigned to them. Each group is again 
sub-divided in two groups of 15, one receiving the original text and the other receiv-
ing the text in which relationships are removed. 

In order to grade students’ answers, we hired two evaluators for each topic. These 
evaluators are master and Ph.D. students majoring a related subject at our institution. 
Each evaluator was asked to grade each answer in a 5-level likert scale, where 1 is 
assigned to blank or completely unrelated answers, while 5 is assigned to perfect an-
swers. Intermediate values are assigned according to the number of missing relation-
ships between the target concept and the other concept. Another task we requested to 
each evaluator is grading the contribution of concepts c1, c2 and c3 to the understand-
ing of c0. These values were also given in a 5-level likert scale, where 1 means no 
contribution and 5 means very high contribution. Let wi0, where i = 1..3, be these 
weights, and let score(ci,c0) be the score assigned to the answer about the relationship 
between ci and c0, we can calculate the ground truth of the understanding of a target 
concept as in equation (11). These values are normalized so û: C → [0, 1]. 
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 𝑢�(𝑐0) = ∑ score(𝑐𝑖 , 𝑐0)𝑤𝑖03
𝑖=1  (11) 

Finally, since it is not viable to calculate the prior knowledge of each participant in 
every concept without unveiling the content of the text, we have decided to set it be-
forehand. For that purpose, we took a list of the 5000 most common words in English 
[29] and we decided that the terms appearing in that list would receive pk(ci) = 1, 
while the others would receive pk(ci) = 0. However, we found out that some of the 
terms appearing in the list are often used with a different meaning to the one in our 
text (e.g.: “class”, “object”, and so on in Object DBMS), so we had to apply human 
supervision to the concepts based on the following rules: 

• If the concept has a meaning for daily life (e.g.: “class”), but the student probably 
has not studied the specialized meaning, set pk(ci) = 0. 

• If students may have studied the specialized meaning of the concept in school (e.g.: 
“character” in genetics), but it hardly ever appears in daily life, set pk(ci) = 0. 

• Otherwise, leave pk(ci) = 1. 

In addition we included some other terms because they are simple variants of the 
ones in the list (e.g.: “swimmer” does not appear but “swim” and “swimming” do). 

Baseline. In order to know if propagation really affects understanding, we created 
the baseline in a way that the understanding of c0 can only come from the prior 
knowledge of c0 itself and the prior knowledge of the concepts that can reach c0 in one 
hop, and we assume that the relationships between these concepts and c0 have been 
read. Therefore, this baseline considers that propagation does not exist. Let points: C 
→ 2C be the function that calculates the concepts having an edge pointing to the given 
concept. We can define this baseline u': C → [0,1] as: 

 𝑢′(𝑐0) = max �pk(𝑐0),
∑ pk(𝑐𝑖)𝑐𝑖∈points(𝑐0)

|points(𝑐0)|
� (12) 

Notice that this baseline outputs the same value in the original LMCG and in the 
version in which we remove relationships, as these relationships are not neighbors of 
c0 with prior knowledge. 

We also created a naïve method in which understanding propagation is calculated 
based on the distance between the target concept and the concepts with prior 
knowledge. Let dist: C × C → N the function returning the distance in hops between 
two concepts and prior: G → 2C be the function that returns all the concepts of a 
graph with some prior knowledge assigned. Our function u'': C → [0,1] is as follows: 

 𝑢′′(𝑐0) = max�pk(𝑐0),
∑ 1

dist�𝑐0,𝑐𝑖�
𝑐𝑖∈prior(𝐺)

|prior(𝐺)|
� (13) 

4.2 Experimental Results 

We collected 540 answers from students, but we invalidated 5 of them because the 
students answered in English, remaining 535. As we have two evaluators per task, we 
have 1070 evaluations in total. Agreement between reviewers was measured by using 
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Cohen’s kappa with equal weights [30] in the statistical software R. The agreement 
for the evaluators was κ = 0.68 in Biology, κ = 0.45 in Computer Science and κ = 0.28 
in Chemistry, meaning fair to substantial agreement. We observed that, when κ is low, 
the reason is that one evaluator gives higher scores than the other (average difference 
in the 5-level likert scale of 0.122 in Biology, 0.489 in CS and 0.985 in Chemistry). 

We grouped all the normalized grades to the same question together by taking the 
average of the scores of all the students. This gives 36 values in total, with μ = 0.466 
and σ = 0.088. We cannot reject that the distribution of these values is normal 
(Shapiro-Wilk W=0.947, p-value=0.108). 

We checked for a significant difference between the grades for the original texts (μ 
= 0.527, σ = 0.081) and the grades for the texts in which relationships have been cut 
(μ = 0.425, σ = 0.061). Student’s T test found a significant difference between aver-
ages (t = 4.258, p-value = 0.000), while the Fisher’s F-test did not find a significant 
difference of variances (F = 1.726, p-value = 0.270). Significant average differences 
are also found if we analyze independently for each topic. 

The way in which we compare our method to the baseline is through the analysis 
of correlations with the ground truth. For each result, we calculated Pearson’s coeffi-
cient r, Spearman’s rank coefficient ρ and Kendall’s rank coefficient τ. The baseline 
method without propagation performed quite poorly (r = -0.186, p-value = 0.278, ρ = 
-0.129, p-value = 0.445 and τ = -0.081, p-value = 0.549), not only showing a negative 
correlation with the ground truth, but also returning p-values bigger than 0.1, so we 
cannot deny that there may not be any correlation. For the naïve propagation method 
based on distance, we can find that some correlation coefficients are bigger than 0 
while others are not (r = -0.039, p-value = 0.821, ρ = 0.040, p-value = 0.734 and τ = 
0.046, p-value = 0.784), although with p-values bigger than 0.1 we cannot discard that 
there is no correlation either. 

We tried 4 variants of our method by combining 2 features: equal weights vs. 
uniqueness-based weights (explained in section 3.5) and using inference rules vs. no 
inference rules (explained in sections 3.2 and 3.3). We found out that all the methods 
achieve their best performance when relationship understanding is perfect (p = 1), 
although which variant performs the best (equal weights vs. uniqueness-based weights 
+ inference rules) depends on the correlation coefficient we use, as shown in Table 2. 

Table 2. Correlations of the variants of our method (rel. understanding probability p = 1) 

Correlation 
coefficient 

Equal 
weights 

Uniqueness-
based weights 

Inferences + 
equal weights 

Inferences + unique-
ness-based weights. 

Pearson’s r 
(p-value) 

0.392 
(0.018) 

0.436 
(0.008) 

0.304 
(0.071) 

0.459 
(0.049) 

Spearman’s ρ 
(p-value) 

0.380 
(0.025) 

0.366 
(0.030) 

0.197 
(0.245) 

0.378 
(0.026) 

Kendall’s τ 
(p-value) 

0.302 
(0.010) 

0.279 
(0.017) 

0.137 
(0.241) 

0.294 
(0.012) 
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In order to verify whether these methods perform better than the others, we compared 
pairs of correlations by using Fisher’s r-to-z transformation for dependent samples 
[31,32] (only available for Pearson’s r). Then, we corrected the p-values by using the 
Holm-Bonferroni method [33]. Table 3 shows the test for the statistic z and the cor-
rected p-values (α = 0.1). All the variants of our method perform better than the base-
line without propagation, and 3 of them (equal weights, uniqueness-based weights and 
uniqueness based weights + inference rules) perform better than the distance-based 
method. No significant difference occurs between two variants of our method. 

Table 3. Differences between correlation pairs (statistic z) 

Method Equal 
weights 

Uniqueness-
based weights 

Inferences + 
equal weights 

Inferences + unique-
ness-based weights. 

No propagation  
(p-value) 

-2.858 
(0.026) 

-3.158 
(0.014) 

-2.392 
(0.072) 

-3.316 
(0.000) 

Distance-based 
method (p-value) 

-2.504 
(0.060) 

-2.752 
(0.033) 

-1.930 
(0.216) 

-2.954 
(0,026) 

Equal weights  
(p-value) 

 
-0.955 
(0.618) 

1.092 
(0.618) 

-0.712 
(0.618) 

Uniqueness weights 
(p-value) 

  
1.393 
(0.574) 

-0.294 
(0.618) 

Inference + equal 
weights (p-value) 

   
-1.242 
(0.618) 

As we have seen in the table, the variant with inference rules and uniqueness-based 
weights performs quite well, while using only inference rules does not outperform the 
distance-based propagation method. The reason is as follows. Given a concept ci with 
pk(ci) = 1, if we remove a relationship nearby, the concept may not be able to propa-
gate its understanding anymore in the original concept graph. However, if we add new 
relationships by using inference rules, the concept may propagate understanding 
through them. Fig. 3 illustrates this situation. 

 
Fig. 3. A hierarchy in which inferred relationships allow propagation of understanding. 
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The problem now is that the amount of new relationships may be high, and if they 
all have equal weights, they may be propagating most of the understanding of ci when 
they should not propagate that much. Nevertheless, by applying the uniqueness-based 
weights, we decrease this propagation without removing it completely. This is espe-
cially true when there is a large hierarchy of IS_A relationships, as all the ancestors of 
ci share most of the relationships that ci got by inference, so their uniqueness is low. 

5 Conclusions 

This paper presented a method that allows the estimation of the degree of concept 
understanding of a student while reading a learning material (text). Our model first 
reflects the knowledge contained in the material in a semantic network called Learn-
ing Material Concept Graph (LMCG). Then, it estimates the understanding by two 
operations: (1) relationship understanding and (2) concept understanding propagation. 
The first follows a probabilistic model, and we also considered the addition of infer-
ence rules for its calculation. The second is based on the Biased PageRank formula 
[9]. In order to enhance this formula, we added the notion of prior knowledge and a 
weighting system to balance the contribution of each concept to the understanding of 
the others. This system is based on the uniqueness of the relationships of the neigh-
bors of the target concept. 

In order to validate our model we performed an experiment with real people in a 
Japanese crowdsourcing platform [28]. First, we created the ground truth by evaluat-
ing their answers to a questionnaire. Then, we proposed a baseline that does not con-
sider propagation of understanding and another in which propagation is calculated 
based on the distance between the concepts with prior knowledge and the concepts to 
be evaluated. We also considered four variants of our method: (1) with equal weights, 
(2) with uniqueness-based weights, (3) with equal weights and inference rules and (4) 
with uniqueness-based weights and inference rules. Finally, we analyzed the correla-
tion between the ground truth and each model and compared the correlations. The 
experimental results show that all the variants of our method outperform the baseline 
with no propagation, suggesting the existence of concept understanding propagation. 
Moreover, we found that three variants also outperform the distance-based propaga-
tion method, and we analyzed why the variant with equal weights and inference rules 
did not. 

6 Future Work 

Our future work is the development of a system that registers the prior knowledge 
and the behavior of each student when they read learning materials on the computer 
(e.g.: by using mouse tracking), so we can compute individual estimations of their 
concept understanding. Then we can focus on automatically finding the most suitable 
materials on the Web, personalizing the search according to each student’s concept 
understanding. 
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Appendix 

In order to prove the convergence of our method, we remind that in case of having an 
iterative method with transition matrix M, convergence is proven if lim𝑦→∞𝐌𝑦𝐮 = 𝐮. 
Equivalently, to grant we will achieve a steady state distribution, we need to ensure 
that the biggest dominant eigenvalue of M is 1. In our case, we need to verify 
𝛼𝐃𝐮 + (1 − 𝛼)𝐤 = 𝐮. If we rewrite this equation as 𝐮 = 𝐌𝐮, and we let S be the 
matrix that verifies sii = pk(ci) and sij = 0 for i ≠ j, we have that 𝐌 = 𝛼𝐃 + (1 − 𝛼)𝐒. 
Since it is difficult to prove that the dominant eigenvalue of M is 1, we will prove that 
the dominant eigenvalue for MT is 1 instead. Then, we can use the Perron-Frobenius 
theorem, which states that the dominant eigenvalue is the same for M and MT. We 
remember that in the concepts where the prior knowledge had been set, we had estab-
lished that rund(rii,t) = 1 and rund(rij,t) = 0 for all j ≠ i. By using this, we can see that 
the dominant eigenvector u for the matrix MT is precisely k, the vector representing 
prior knowledge and the eigenvalue for that vector is 1. 

As in the case of the original PageRank [27], convergence of is only granted if the 
transition matrix is (1) irreducible and (2) aperiodic. We know that matrices verifying 
that one diagonal element is non-zero are aperiodic [34]. This is our case because we 
had set the pk(ci) for at least one concept ci and we also stated that in such case 
rund(rii,t) = wii = 1 for all t. The problem is that the transition matrix is not irreducible 
because we allowed rund(rij,t) = 0 for all j in a concept whose prior knowledge has 
not been set. However, by using the principle “each relationship has its inverse” in 
section 3.1, we have that if rund(rij,t) = 0, then rund(rji,t) = 0 too, so the concept ci is 
completely isolated from the rest of the graph. In that case, we can just set u(ci,t) = 0 
for all t, and we can remove the concept from the graph, having that the remaining 
graph is strongly connected and therefore its matrix is irreducible. 
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